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This paper describes a new multi-
processor that has been developed by
Electronic Associates, Inc. for scientific
analysis of dynamic systems. Proven par-—
gllel and sequential computing methods are
1nFegrated 1in SIMSTAR(TM) to provide a
unigque capability for mixed continuous/

- discrete system simulation and signal

processing. In contrast to the earlier
manually programmed analog and hybrid
computers, SIMSTAR is a completely auto-
matic device driven from high level

sottware in a Host data processing
computer .

| The requirements for dynamic system
gxmulation 1n different fields is developed
1n the paper to establish a criteria for
measurement of SIMSTAR performance relative
to alternate computers. New concepts in
system architecture, component technology,
and system communication features are |
described. An overview of the SIMSTAR
programming system is covered to see the
tlow from the simubation language input' to
the program segments for the various
processors. Also, a brief discussion of
program operation from the Host terminals
through a run—-time executive is described.

| SIMETAR is a nmew computing tool for
engineering analysis of dynamic systems.
Ey combining the latest linear and discrete
integrated circuit technologies, the
earlier hybrid computer concepté have been
extended into an automatic, high perform-
ance device which can be attached to a
range of medium scale data processing
systems. Initially, the Host system is one
of the GOULD S.E.L. 32 series. Applications
ot SIMETAR include conception, evaluation,
and optimization of dynamic physical
sys#ems in all of the engineering fields.
BY }ntegrating a high-—speed, economical
digital arithmetic processor with a unigue
automatic, gstored-program parallel '
processor, equilivalent computing speeds over

200 million operations per second are
obtained. |
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The parallel processing system can be
expanded to over 400 mathematical computing
blocks which are interconnected by a solid-
state switch matrix. Functions implemented
in these blocks include continuous i1nteg-
ration, linear arithmetic, non—1inear
operations, and logical processing. For
most applications, the digital arithmetic
processor is assigned those equations which
represent the slowly changing environment.
The system, being designed to operate in
this environment, is usually modeled on the
narallel processor which can automatically
handle state variable discontinuties,
simul taneous algebraic relationships, and
natural frequencies over 1 kHz. The
complexities of sophisticated numerical
integration techniques can be avoided by
use of this combined approach.

Since the SIMSTAR Multiprocessor 1S
completely automatic in operation, it can
be programmed in the same fashion as an
automatic data processing machine. The
user may prepare programs elither in FORTRAN

‘or in a high level Continuous System

Simulation tLanguage. Setup and interaction
with SIMSTAR is handled by the built-in
digital arithmetic processor.

The design and evaluation of complex
dynamic systems has been one of the most
challenging engineering tasks since the
time of Sir Isaac Newton. Many different
mathematical and computer means have been
developed as aids. The primary math~—
ematical tool has been modeling by systems
of ordinary and partial differential equa-
tions along with supplementary algebraic
equations. When these models are sol ved,
the process is often called "Simulation,"”
although this term is rather ambiguous,
since it is also used for simple animation
of an environment for display or training

purposes.



During the last twenty-{five years, the
computer tools for solving these models
have been primarily combinations of
electronic analog and digital machines
which are usually termed hybrid computers.
Early analog computers used mechanical
devices which were relatively unreliable.
The first digital computers were very slow,
expensive, and relatively difficult to
program. Though the 1970w, both of these
technologies evolved so that powertful,
economical digital, analog, and hybrid
systems became available. During this same
span, the complexity of applications
increased at the same rate so that today
simulation 1s still the most demanding
computer application.

SIMSTAR is a quantum step forward 1n
computer technology to meet the increasing
demands of engineering simulation. It can
be effectively used in large-scale sim-
wlation laboratories in the Aerospace,
Nuclear, and Electrical +ields as well as
central scientific/engineering computer
facilities in high technology companies.
Convenience features available on the Host
computer such as color graphics, network
access, and Computer Aided Engineering /
Design tools can be used with the SIMSTAR
attached processor. Accordingly, complete
integrated system design studies can be
carried—-out amongst different divisions of
campanies. |
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A display of the requirements in three
major fields of application is shown in
Figure 1. The abscissa of this chart is
divided into +ive decades of computer speed
in terms of millions of "Normalized
Operations—-Per—-Second" (NOPS), which is a
simple method ot comparing processor per-—
formance for this class of application. A
Normalized Operation (NOF) is essentially &
simple memory reterence instruction such as
LOAD or ADD. Multiply or Divide are usual-
ly counted as 3 NOFs. If we assume that we
need to solve a system of 25 ordinary
differential equations with appropriate
non—linearities to three place solution
accuracy, the eguivalent natural freguen-—
cies of the system can be determined as
shaown 1n the chart for the various speeds
shown. That is, real-time simulation of

0.03 0.3 3 30 300 3000

this system operating at a natural freguen-
cy of about 3 hertz will require a digital
processor performing approximately one
million NOPS. I¥f the frequency i1ncreases
to 30 hertz, the equivalent processing
speed will go to 10 million NOFS for the
same problem complexity and accuracy.
Assuming a single integration method, the
speed requirement is proportional to the
natural frequencies of the subsystems being

model ed.

For aircraft, the Phugoid Mode cal-
culations operate at about 0.01 hertz. The
Short Feriod Pitch frequency is about 1
hertz, Structural dynamics are in the range
of 20 hertz, and the Control Surtace
deflections will range from about 30 to 100
hertz. I+ the Control Surfaces are rep-
resented by a system of 25 transfer func-
tions with limiters, the real-time scolution
will require about 20 million NOPS. For
missile system simulations, the frequencies
also vary thoughout this entire range from
the Translational eguations at less than
0.2 hertz to the small infrared or radio
frequency Seekers at over 300 hertz. In
between are the Rotational equations at
about 2 hertz, the Control Surface dynamics
at about 20 hertz, and the Actuator
response which is about 50 hertz.

Another important application +or
SIMSTAR is modeling electrical power sys—
tems for power inverters, battery storage
systems, and general power control of
rotating machinery. Again, the frequencles
vary from the mechanical time constants of
generators through the speed controllers,
the line filters, and the Hi1licon
Controlled Rectifiers (SCR) which are 1in
the DC-AC inverters. Froper representation
of these systems can require a computing
capability of over 100 million NOFG.
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MULTIPRQCESSOR ARCHITECTURE

R block diagram of the SIMSTAR dual
multi— processor attached to a Host
computer i1s shown in Figure 2. In most
real-time simulation laboratories, the
SIMSTAR model must interface to various
external facilities to test actual sub-
systems or for human interaction. Various
types of continuous display and recording
devices may alsoc be used. Parallel analog
and binary signals as well as a digital
data port are available.

The basic SIMSTAR multi-processor.,
which is attached to a Host computer, is
composed of a single Farallel Simulation
- Frocessor (PSF) and the Digital Arithmetic
Frocessor (DAF). The second Farallel
Simulation Frocessor and the Function
Generation Frocessor are optional devices
in the system and provide parallel
extension of the computational power.
Included in the FSPF is a Parallel L.ogic
Unit (FLLU) and a Parallel Math Unit (FMU) ,
which provide the heart of the computing
Rawer ot LHIMSETAR. Sequential digital
computing is provided by the DAF composed
of a 32 bit CPU and MOS memory. With an
optional Floating Foint Accelerator (FFA),
this processor is approximately equivalent
to a VAX 11/780. A basic setup and mon-
1toring interface capability between the
FSF and the DAP is provided as an inherent
part of the minimum SIMSTAR system. In
addition, a Data Conversion Processor (DCF)
can be added to the DAF for high
- Speed/accuracy direct memory data
communication with the FSF. With this
interface, the PSF can also communicate
data directly to/from the Host at high
speed 1if it is needed as a part of a
computational task. All programming of the

DCF is done using Channel Frograms setup by
the DAF.

The user operates from terminals on the
Host and uses the normal file handling
capability of that system. Also, high-
level software to load the SIMSTAR
processaor executes on the Host, and
apprapriate listings can be obtained. The
object program can then be downloaded into
the DAP and the FSF to operate the sim-~
wlation., The DAF, in turn, will load the
Function Generation Processor (FGF) with
appropriate data and programs.

In most applications, one of the PLU’s
will act as the master timing control for
the entire multiprocessor program, since it
has a programmable crystal clock and
interval timing capability built~-in. This
device interrupts the DAF for time-critical
processing. Data produced is stored in the
DAF memory from which it can be accessed by
the Host for display on graphics terminals,
listings, graphical hard copy, or permanent
" storage on the disk.

The subsystem models develmped in the
research and development department on
SIMSTAR can be made available to Mmary

design engineers by establishing an appli-
cations library on the Host digital data

processing system. These libraries may be
further used by an Executive routine to
provide Froblem Oriented Lanquages. In
this way, design engineers can make
effective use of Simulation methodologies
without the need to develop new math-

ematical models each time.
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The next chart, shown in Figure 35,
presents typical commercial computers and
specialized digital processors as compared
to the SIMSTAR attached multiprocessor.

The abscissa 1s again the speed required 1in
Normalized Operations—-Per—Second ranging
trom 10,000 to 1 billion. The corres—
ponding speed in Kilo Whetstones is also
shown on this chart since most computer
performance is quoted in terms of the
Whetstone benchmarks. A speed of 1 million
NOFS is about 700,000 Whetstones.

The various computers being considered

throughout this performance range go from

the Motorola &8000, which is a 16/32 bit
.S1I processor, to the Cray II, which 1s a
quadruple 6O bit +loating-point machine
with 4 nanosecond cycle time. Costs of
these digital processars range from about
$4,000 for the 68000 to about $25 million
for the Cray II. It can be seen that the
DAF covers the range from 10,000 NOFS to
about 1 million NOPS when it is enhanced by
the Floating—-Foint Accelerator (FFA). The
equivalent speed of the DAF with the FFA i1s
about &70K Whetstones. In contrast, a VAX
11/780 1is about 800K Whetstones. If
digital processing performance greater than
this is required, the user can apply the
Host digital computer to the simulation.
The chart shows that one could use a GOULD
S.E.L. 32/8780 dual processor for this
function to increase the digital floating-
point performance of SIMSTAR to about 8
million NOFS.

The Farallel Simulation Processor 1s
the only practical device for speed
requirements from 2O million NOPS to 200
million NOFS. Of course, the PSP can also
be used at lower speeds to overlap with the
Host or the Digital Arithmetic Processor.



I+ speeds greater than 200 million NOPS are
required, one can perform these calcula-
tions on the FSF at somewhat reduced
accuracy without concern about numerical
instability. Applications requiring up to
nearly 10 kHz can be handled in real time
on the PSF i4 one can live with up to 5%
error. In the tuture, it 18 planned that
the system could be expanded to 3 SIMSTAR
dual multiprocessors i1in a system for a
combined eqguivalent performance of over 500
million Normalized Operations—-Fer-Second.

Obviously, one would not use Cray
computers in this type o+ application since
the cost 19 prohibitive. However, a possi-
ble alternate i1s one of the specialized
high—speed digital processors. For example,
the Applied Dynamics AD—~10 can be viewed to
ocperate in the range of 10-20 million NOFS.
The sixteen bit fixed point operation may
not be sufficient since one often requires
greater resolution and range for slower
variables., A new floating-point version of
the AD-10 has been announced, but no
systems are yet installed. The digital
arithmetic processor in SIMSTAR provides
real-time 32 bit +loating—-point capability
tor variables and 64 bit precision for
integration.

Uther high-speed specialized digital
processors which have been used to perform
various simulation tasks i1nclude the
Floating-Foint Systems AP-120-B and the
FFS-100. These devices are somewhat slower
than the AD-10 but have full floating—point
computation capability and some specialized
software useful for simulation.

The VP-330Q 18 a version of the
earlier MAF-300 manufactured by CSFI.
unit operates through a Common Memary
interface ta GOULD S.E.L. 32 computers
which eliminates the usual program and data
transfer overhead. Specialized software
tor scientific computation is also avail-
able for this device. A version of this
processor can be added to a SIMSTAR system
tor ftunction generation or coordinate
transtormation.

This

All ot these digital devices can
assist in real~time aimulation only to 20
or 30 hertz. Above this, the SIMSTAR
FParallel Simulation Processor is the only
practical choice. 0Ff course, if one can
justity not modeling the higher frequency
terms, the slower devices can be used.

It can be seen in Figure 3 that
SIMSTAR is designed to provide the
appropriate type computing devices for the
accuwwracy and speed requirements needed in
many large scale simulations. If a partic-
twlar model has lower frequencies and does
not demand real time, the problem can be
time—-scaled upward to take full advantage
of the extremely high—-speed performance of
the PSP. This excess of computing power
simplifies the task of the simulation
engilineer since he does not have to optimize
the utilization of the processors=s or be
concerned about complex numerical
integration methods.
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The Parallel Simulation Processor
(PSP) is the main computing device in the
SIMSTAR system. It incorporates high
speed, continuous Mathematical Computing
Blocks and a set of Programmable Logic
Arrays to solve a model composed of non-
linear differential equations combined with
switching and control as needed. The
concept of dedicating computing devices to
apecific terms in particular equations has
been successfully used for many years 1n
analog and hybrid computing methodologies.
SIMSTAR incorporates these proven concepts
into ‘a totally new machine which provides
automatic operation from a Host digital
computer.

A functional block diagram of the PSP
as 1mplemented in the SIMSTAR system i1s
shown in Figure 4. The Parallel Logic Unit
1s composed of the Legic Signal Matrix and
the Programmable Logic Arrays. Mathemat-
1cal Computing Blocks combined with the
BElock Connection Matrix make up the
Farallel Mathematical Unit of the PSP,
double lines represent parallel commun-
ltcation paths to handle many mathematical/
logical variables simultaneously. Selected
continuous mathematical variables produced
by the PMU can go to the Comparators which
test for a specified threshold level. If
the variable exceeds that level, a logic
signal is generated through the Logic
Signal Matrix to implement control func-
tions in the PLU. Finally, the logical
states out of the FLU drive the switching
devices and mode sequencing of the Math-
ematical Computing Blocks.

The

Interproceassor communication between
the Local Control Processor (LCP) and the
various computing and monitoring systems 1n
the PSP is handled by the 16 bit SIMBus.
This is an adaptation of the Intel Multi-
bus. The SIMBus Processor Interface (SFI1)
units provide memory mapped communication
between the Haost, the DAF, the KAM on the
SIMBus, and the various storage devices 1in
the PMU and PLLUL
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Loading and setup of all components 1n
the PSP is handled by the LCF. That is,
conversion from floating—point data in the
Host or the DAF to the optimum gain set-
tings and configuration selection 1s per-—
formed automatically by the LCF. Unused
elements of each hardware macro are |
defaulted out so the user need not be
concerned. System monitoring for over-—
range and signal instability is handled by
the LCF. Also, the autorange intelligence
in the ADC to provide high resolution
readout is performed by the LCF. Finally,
the Local Control Processor performs the

periodic automatic device calibration 1in
the PMU.
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In addition to automatic, high-speed
computing capability, SIMSTAR includes
innovative component and system design to
ensure accurate results over a wide dynamic
range. Essentially, the same concepts used
for floating—point digital computation
using REAL numbers is employed inside the
computing blocks of the Farallel Math-
ematical Unit. A continuous computing
device such as the PMU employs electrical
signals to represent dynamically changing
variables. All information may be con-
sidered normalized so that the maximum
value of a signal is near unity. Although
an exponsnt cannot be carried with the
signal between math blocks, within a block,
pseudo floating-point methods are used to
provide full four digit accuracy over a
greater range than ever pussible before.

In particular, nan-linear blocks which
produce the product, quotient, oOr square
root of signals employ an automatic change
of exponent to extend the accurate dynamic
range by 1lé6-to-1. This operation 1s
completely transparent to the user.

Since a signal is accurate to about
five digits, this provides much greater
range than used in the earlier analog
computers. The monitoring system uses an
Autoranging feature to allow accurate
readout of smaller signal values. Fara-
meter data loaded into coefficient devices
igs in floating—-point and the built—-in
microprocessor firmware establishes an
optimum combination of binary fraction
value and gain for each_ run. lgtegrator
gain can range from 10 to 10 7 with full
four digit resolution. That is, the user’s
program simply sets the gain as a floating-
point number in this range and the appro-
priate internal settings, gains, and
integrating devices are selected by the LCF
for optimum accuracy.

All of these pseudo floating-point
features combine to make the SIMSTAR system
much more User Friendly than any other
device for simulation. Furthermore, the
accuracy of solution for typical appli-
cations is at least ten times that
available with the earlier hybrid
computers.

Parallel Logic Unait

Fraoblem timing and control is provided
by the FLU in combination with the built-in
crystal clock and the timing registers
shown in the feedback around the PLU. Of
course, a continuous variable representing
time in the problem can be produced using
one of the Integrating computing blocks.
The implementation of sequential logic in
the PSF is done by using the delay flip-
flops (F/F), which are provided in the
feedback of the PLU as shown in Figure 4,

The SIMBus/Lgcal Control Processor

Setup of the PSP and digital run-time
communication between processors 1% per-—
formed through the SIMBus, which is a 16
bit high-speed implementation of the Intel
Multibus. This bus is also used to commun-
icate with the Host digital computing
system in a memory mapped fashion. The
Local Control Frocessor (LCP) with 1ts
associated Firmware is shown above the
SIMBus in Figure 4. This device trans]lates
commands from the user program referencing
Math Computing Blocks to the actual
implementation of those functions on the
hardware macros of the PSF. The LCP pro-
vides the on-board intelligence in the PSP
for any binary communication required from
user programs to the physical computing
subsystems. Also, a Random Access Memory
(RAGM) on the SIMBus is loaded by the LCP
during the setup or operational phases of
the PSP. This memory, as well as many
registers throughout the FSP, can be
accessed through the SIMBus Processor
Interface (SPl) which is a 32 bit memory
port to the Digital Arithmetic Processor.
As shown in Figure 4, a second Simulation
Processor Interface is used to connect the
SIMBus to the Host digital computer memory
bus. This allows the Host to read the
binary status of the entire PSF and store
it on disk. To restore a program, a
transfer from the disk file back into these
memory locations will re-establish the FSF
operation very rapidly.

For readout of the signals from the
Mathematical Computing Blocks, an auto-
ranging Analog—-to-Digital Converter (ADC)
is attached to the Block Connection Matrix.
The LCF can acquire this data and translate
it into appropriate formats for floating-
point tranafer back to either the DAP or
the Host.

FSP_Computing Ferformance

As discussed under Applications,
engineering simulation studies demand
computing performance which exceeds that
available with any standard digital
computer system. In SIMSTAR, this speed

requirement is met by employing a large set

of parallel computing blocks which operate
continuously upon signals. Earlier in this
paper, the equivalent performance of a
SIMSTAR attached multiprocessor was quoted
up to 200 million Normalized Operations—
Per—-Second (NOPS). This was based upon &



typical mix of components on a unit having
dual parallel processors operating at an
average solution frequency of 300 hert:z.
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This equivalent performance is derived
(1) by estimating the number of normalized
opetr-ations required for a digital processor
to perform the same computations as each of
the components of the SIMSTAR parallel pro-
cessor. The chart in Figure 3 shows nine
basic component types including functions
of two (or more) variables with the NOPs
reguired for a single integration pass and
a fourth order Runge-—-kKutta i1ntegration
step. If a single pass predictor/
corrector integration method were adeqguate,
the NOPs per Fass could be used. However,
this type of method can introduce large
errors for discontinuities in state
variliables.
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 On the next chart (Figure 6), the
total SIMSTAR PSP performance is calcul ated
based upon the typical number of each of
these components which can be programmed in
parallel. Including 500 NOFPs per RK—-4 step
for the PLU, over 15,000 normalized oper-—
ations are required per integration step.
If we assume 20 steps/cycle, RK-4 integra-
tion will result in about 0.1% error. A
digital processor would need to compute
300,000 NOFs per solution cycle to match
the performance of a fully expanded PSP.
If we assume an average frequency of 300
hertz for signals in the model on the PSP,
the typical error per component 1s less
than 0.1%Z. The equivalent digital speed
required for this computation would need to
be about 20 million NOPS.

A fully expanded SIMETAK multi- |
processor can include two PSPs operating 1n
parallel plus a Vector Frocesscor and the
Digital Arithmetic Processor. Also, 1¢f
needed the Host digital processors can
contribute to the simulation task. There-
fore, in total, the system performance at
this speed would be approximately 200
million NOFS.

DIGITAL_ARITHMETIC PRECESSOR

Sequential processing in SIMSTAR is
perftormed by the Digital Arithmetic
Processor (DAF) which provides up to 1
million NOPS performance. As shown 1n the
block diagram (Figure 7), the DAF is built
around a System Bus which has a bandwidth
of over &6 million 32 bit words per second.
A sophisticated 32 bit CPU is available on
this bus., This CPU has firmware for ‘
floating~point arithmetic in both single
and double precision. A basic Integrated
Memory Module (IMM) containing ! megabyte
of 600 nanosecond MOS memory must be
connected to the bus. This is further
expandable within a SIMSTAR to a maximum oOf
2 megabytes. The addition of the optional
Floating Point Accelerator (FPA) i1ncreases
the speed of the DAP from 430 K Whetstones
to 668 K Whetstones for the single
precision Whetstone benchmark. For the
double precision Whetstone benchmark, the
equivalent speeds are 204 K Whetstones
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without the FPA and 465 K Whetstones with
the FPA. A single precision floating point
add 1s performed in 1.65 microseconds,
while a single precision floating point
multiply 19 performed in 2.235 microseconds.

1/0 devices are shown attached to the
bottom of the System Bus. The basic DAP is
operated through an Input/Output Processor,
which translates the System Bus to a simple
16 bit 1I/0 Bus. This Bus controls the
flaoppy disk which is umsed to boot up the
SIMSTAK Operating System in the DAF. A
user can add a console CRT to the 1/0
Processor to provide local operation of the
SIMSTAR multiprocessor. The rest of the
devices attached to the System Bus are
interfaces to the Parallel Simulation
Frocessor in SIMSTAR. The Interrupt/Timer
Control provides a programmable, priority
interrupt capability into the CPU as well
as a variety of timers for controlling the
DAF and Data Conversion Processor
operation. The Data Conversion Frocessor
(DCF) 1s an optional high speed data
conversion system to communicate with one
or two parallel simulation processors.

This 15 an intelligent, programmable device
in which up to 6 tasks may be activated
simultaneocusly to convert continuous
signals to floating—-point data. Also, z3ix
additional tasks can be activated to
convert tloating-point data to continuous
signals. In a SIMSTAR system with two

FPSFs, half the DCP tasks are controlled by
each FLLU. |

The basic interface between the DAP
and the PSP is through the Remote Memory
Controls (RMC) which are a memory mapped
means of accessing the various data devices
in the PSP and the LCP. The RMC device is
setup to consume part of the extended
memory addressing range of the CPU so that
programs may simply store floating-point
data into specified memory locations and
the LCP will perform the necessary oper-—
ations to control or setup the PSP. As was
previously described in the PSP section,
the Host computer will also communicate
through the SIMBus in the PSP a0 that it
Ccan down-load into the DAF local memory.

AN appropriate executive is provided with
SIMSTAR to take a block of data/program at
a time through this Remote Memory Control
for transfer to the appropriate local
memory of the DAF.

FUNCTIQN GENERATION PROCESSQOR

One of the most important functional
requirements in simulation applications of
the SIMSTAR multiprocessor is the repre-
sentation of empirical data such as that
derived from wind tunnel tests of aerospace
vehicles, steam tables for nuclear reactor
simulations, and compressor maps for
turbine engine simulation. Many types of
special -purpose devices and computer pro-
grams have been developed to implement this
requirement. In SIMSTAR, single variable
function generation devices are incor-
porated in the PMU and an efficient soft-
ware package is provided for the DAFP to

represent multi—-variable functions. In
addition, one can add a Function Generation
Frocessor (FGP) which extends the perform-
ance of SIMSTAR for this requirement by up
to 2 decades of speed.

f{X, Y)

— Lo - — Yq
t /S S/
7 7
A s s
/

Xa & |__.“/___L<;“Jﬁu_
s A7
A

/ /
X
Figure 8 — A Function of Two Variables

A function of 2 variables, as shown
graphically in Figure 8, is a surface which
can be defined by a set of ordered triples
( F, X, Y ). Usually, the data i3 aligqed
on a rectangular grid so that the function
values may be stored in a two dimensional
array F{ I, J ) in which the subscripts
represent grid values of the independent
variables. Function generation i1s a tab}e
1ook—-up and interpolation process; that is,
given an instantaneocus value of X and Y,
the computing device must compute an
address in the two dimensional array to
pick up the appropriate four adjacent
points and perform the necessary inter-
polation aon that "surface" to approxi@a